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Abstract-E-commerce and web-based services are more effective if recommendations are provided. 
Recommendations are carried out dynamically on web data. In this paper, such recommendation technique is 
proposed, which has information about rating and profile contents. These two are used to maintain a relation. 
The user preferences are recorded for this recommendation. Along with the preferences, the features are 
adaptively weighted for personalized recommendation. Using recommendation technique helps in avoiding the 
skipping of the end users’ preferred item. 
 

Index Terms- sparse data; recommendation; clustering 

1. INTRODUCTION 

Nowadays the internet has become an important 
part of human lives. It is a platform for sharing 
information across the world. With increase in its use, 
the data is expanding at a faster rate. The data over the 
internet is scattered which is also known as sparse 
data. Here comes the challenge of providing the 
precise content to the end user. This is where 
personalized recommendation comes into play for the 
end users’ satisfaction. 

 
Our task is to gather the data keeping the users’ 

interest in mind. This can be achieved by taking a 
note of the users’ activity. Accordingly, ratings are 
given to each item. To keep a track of the above 
mentioned attributes user profile is taken into account. 
Based on their views and activity the algorithm will 
analyze user interest domain. Every users history will 
help to know the users tendency and interest and it 
will vary based on their usage. 

 
Recommendation of items relevant to users’ 

interest must be done dynamically. But the sparse data 
creates hurdles while doing so. Thus, there is a need 
to manage the data. To keep the data ready for 
recommendation, clusters are to be formed. The 
tracking of all the items are done and processed to 
form a cluster based on the similar items in that 
domain. We use a clustering algorithm to cluster or 
group the products under one domain. These clusters 
will encompass all the similar items and thus, making 
it easier to recommend the relevant items. When the 
clusters are in place, the chances of missing out any 
data becomes close to nothing. 

 
Fig (1). alongside gives an idea on how the closely 

related items are bound in a cluster. The items within 
a cluster have similar features which is judged by a 
threshold value. 

 
 

 
 
 

 
 

Fig. (1) Formation of clusters 
  

2. THE PROPOSED METHOD 

Firstly we will be forming clusters of the similar items 
to recommend similar items followed by an 
association rule to recommend the items associated in 
a transaction at a given time. 

3. CLUSTERING 

In this paper we will be seeing clustering using the 
cosine similarity algorithm. Whenever any user 
browses through any product, system automatically 
process and finds out whether the product falls under 
any cluster or not. If it falls in any defined cluster then 
it looks after the products there in the cluster to get 
any missing item. The missing item is then 



International Journal of Research in Advent Technology, Vol.3, No.4, April 2015 
E-ISSN: 2321-9637 

 

52 
 

recommended to the user so that user gets to buy that 
product. 
 
                                       n 

∑  Ai x Bi 
                                      i=1 
similarity = 
                                n                       n 

√ ∑ (Ai)
2 x √ ∑ (Bi)

2 

                               i=1                    i=1              …(1) 
 
 
 
3.1   Algorithm 
 

i. Find list P of products viewed or purchased 
by current user 

ii.  for each pair of products Ai, Bi in P 
iii.  take features of  2 products as input 
iv. Calculate cosine c  = sum (Ai. Bi) where Ai = 

ith feature of product A and Bi = ith feature 
of product B. 

v. add cosine to list product_cosine 
vi. Calculate threshold = avg ( values in 

product_cosine ) 
vii.  Find the closest (most similar) pair of 

clusters and merge them into a single cluster, 
so that now you have one cluster 

viii.  Compute distances (similarities) between the 
new cluster and each of the old clusters. 
 

4.  ASSOCIATION RULE 

As said earlier, the association rule is solely 
responsible for recommending the items related or as 
the name of the rule says, associated with each other. 
In this paper we will see the Apriori algorithm used as 
an association rule. 
 
Support 
  The rule X ⇒Y holds with support s if s% of 
transactions in D contain X ∪ Y. Rules that have a s 
greater than a user-specified support is said to have 
minimum support. 
 

            number_of_transactions_containing_X 
supp(X) =  

                               number_of_transactions            …(2) 
 
 
Confidence 
      The rule X ⇒Y holds with confidence c if c% of 
the transactions in D that contain X also contain Y. 

Rules that have a c greater than a user-specified 
confidence is said to have minimum confidence. 
 

supp(X U Y) 
conf ( X ⇒Y ) =  

                        supp(X)            …(3) 
 
 
 
 
4.1   Algorithm 
 
3 steps to be followed: 
 
  i.  Boolean Matrix Generation: 
This step is to convert the data’s over the web and the 
incoming instances of data into Boolean value (either 
0‟s or 1‟s). It will first prepare a matrix named as 
pdb(suppose) based on transaction where no. Of row 
would be no. Of transaction and no. Of column would 
be name of item. If product present in transaction then 
it will mark as 1 else 0 and based on this it will 
generate matrix having value as 0 or 1. 
 
  ii. Frequent Itemset Generation: In this step it 
finds frequent items(product) from existing 
transaction based on support value. It first checks 
whether sum of each product column is greater than 
support value if yes then it will take that column as f, 
else it will delete that column from generated pdb 
table same summation would be followed for row, it 
will sum each row and check if its value would be less 
than 2 then it will delete that row from pdb matrix and 
after this process it will make combinations of items 
and result frequent item sets. 
 
  iii. Association Rule: 
This is used to generate association rules from the 
already generated frequent item sets. The algorithm 
checks if a given set is a subset of another set or not. 
To perform this operation each item in an item set is 
represented as an integer where a bit corresponding to 
as item is set to 1. Suppose there are 2 sets named as 
fk and fm, if fk is subset of fm then it will increment 
found by 1 and conf=support(fm)/ support(fk) and fk 
will get deducted for further process as fk = (fm - fk) 
support=support(fm)  else found=0. This process will 
run till it reaches to maxsize-1. 
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5. CONCLUSION 

   In this paper, we have seen that using cosine 
similarity we can form clusters of closely related 
sparse data over the internet. Also, we can 
recommend those items to the users using clusters and 
the association between them.  
 
FUTURE WORK 
 
There is a scope for betterment of the data mining 
algorithms which will only help to give accurate 
result. Formulation of improved algorithm with faster 
recommendation using improved association can be 
achieved, thus, making the database access quite less. 
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